STA 335 Change-of-Variables Fall 2022

General Change-of-Variables

Thm: Suppose g is a transformation whose Jacobian determinant is nonzero and that g transforms the region S in the uv
plane onto the region R in the xy plane. Suppose that f is a continuous function on R. Then

L/X;f<x’y>dwdy==t/]2119<u,v»|dethuulo\dudv

Notation reminder: The Jacobian Jy(u,v) of the transformation (z,y) = g(u, v) is the matrix
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and so the absolute value of its determinant is
_ |0z 0y Ox dy
| det Jg(u, v)| = oudv v ou

The expression | det Jg4(u, v)| should be treated as a function of the variables u, v.

Ex 1: Consider the transformation z = ucosv and y = usinv. Compute the Jacobian of this transformation and use it to
express [, rf (x,y) dedy as an integral with respect to dudv.

Solution. We first compute the Jacobian of the transformation g(u,v) = (x,y):

7 _3(:E,y) B g—z % ~ [cosv —usinv
o) = O(u,v) % g—g ~ \sinv  wcosw
The absolute determinant of the transformation is
| det J, (u,v)| = [ucos® v+ usin®v| = |u| = u
since v > 0. Note that this agrees with the formula from the Polar Coordinates transformation. |

In probability, we are often interested in the Jacobian of the inverse transformation J,-1(z,y), which is
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and which has absolute determinant
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which is viewed as a function of (z,y).

But it turns out that the absolute determinant of J,-1 and of .J; are closely related:

1
det J,-1(x,y)| =
[det Ty (@9 = T35 7 (T (e, )]
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Transformations of Random Variables
Suppose U, V are random variables with joint PDF fy,v (u,v) and support S. Let g : R? — R? be an invertible transformation,
and define random variables X and Y by (X,Y) = g(U, V). Then the joint PDF of X,Y is

1
|det Jy (g~ (z, )]

Ixy(@y) = fuyv (g (z,y)) = fuv (g~ (x,y))|det Jy-1 (2, y)]
with support g(.5).
Proof. Suppose (X,Y) =g(U,V). Let A C S and defined B = g(A). We are interested in calculating P((X,Y) € V):

P((X.Y) € B) = Pg(U.V) € g(4) = P(U.V) € 4) = [ /A oy (o) dude = [ /B Jow (g7 (2, )] det J, -1 (z, )| dady

Therefore, the density function fx y(z,y) is fu,v (9~ (z,y))| det J,-1 (2, y)|. O
Ex 2: Let U,V be iid N(0,1) and define X =U +V and Y = U — V. Find a formula for the joint PDF of X and Y.

Solution. Let (z,y) = g(u,v) = (u+ v,u — v). The inverse for this transformation is g~ *(z,y) = (%52, £3%). The Jacobian
of the inverse is
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and so the absolute Jacobian determinant of the inverse is
11 11 1
det J,- =l ==
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For extra practice, we can also compute the Jacobian of g:
oz ox
= £ 1 1
Ty = (77
o) \1
which has absolute determinant
|det Jg(u,v)|=|—-1—-1]=2

Next, we need to find the joint PDF of U, V. Since both U and V are iid N(0, 1), the joint PDF is the product of their
marginal PDFs:

1 1 1
fU,V(u7U) — fU(u)fV(v) — 76_152/276_“2/2 — 76_%("24‘”2)

V2r Vr 2m
Substituting (u,v) = g~!(z,y), we obtain
fole™ (o) = g HEHED)
which after a little algebra simplifies to
fuyv (g (z,y) = 5 ¢ i

Using the change-of-variables formula, the joint PDF of X, Y is

Frr(e,) = funle™ @)l det s (a,y)] = 5 e HE )2

Note that this joint density factors as
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which shows that X and Y are independent, and moreover, that the marginal of distribution of each is N(0, 2). ]




